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#### Abstract

On the base of symplectic quantum tomogram we define a probability distribution on the plane $\mathbb{R}^{2}$. The dual map transfers all observables which are polynomials of the position and momentum operators to the set of polynomials of two variables. In this representation the average values of observables can be calculated by means of integration over all the plane.
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## 1. Introduction

In the twentieth century there were several attempts to describe quantum mechanics not with help of operators, but by the language of functions, as in classical mechanics. For this it is necessary to assign a certain (maybe quasi) probability distribution function to the quantum state, and another function defined on the same space to the operator of observable. In other words, let $\hat{\rho}$ and $\hat{a}$ be a density operator (a positive Hermitian operator with unit trace) and an observable, respectively. Then, these operators should be associated with the function $\rho(X)$ and $a(X)$,

$$
\begin{equation*}
\hat{\rho} \leftrightarrow \rho(X), \quad \hat{a} \leftrightarrow a(X), \quad X \in(\mathcal{X}, \mu), \tag{1}
\end{equation*}
$$

on the measurable space $(\mathcal{X}, \mu)$, wherein the average value of $\hat{a}$ in the state $\hat{\rho}$ can be calculated by the formula

$$
\begin{equation*}
\langle\hat{a}\rangle_{\hat{\rho}}=\int_{\chi} \rho(X) a(X) \mathrm{d} \mu(X) \tag{2}
\end{equation*}
$$

The realization of this program resulted in the requirement of taking the appropriate set of test functions $\{\rho(X)\}$ for which $\{a(X)\}$ are distributions (generalized functions).

In 1932, Wigner [1] introduced the function, later named in his honor

$$
W(q, p)=\frac{1}{2 \pi} \int_{\mathbb{R}} \rho\left(q+\frac{u}{2}, q-\frac{u}{2}\right) \mathrm{e}^{-\mathrm{i} p u} \mathrm{~d} u
$$

where $\rho(\cdot, \cdot)$ is the density matrix of $\hat{\rho}$ in the coordinate representation. Wigner noticed that for functions either only of the position operator $\hat{q}$ or of the momentum operator $\hat{p}$
alternatively, the average values can be calculated according to the formulas

$$
\begin{aligned}
& \langle F(\hat{q})\rangle_{\hat{\rho}}=\int_{\mathbb{R}^{2}} F(q) W(q, p) \mathrm{d} q \mathrm{~d} p \\
& \langle G(\hat{p})\rangle_{\hat{\rho}}=\int_{\mathbb{R}^{2}} G(p) W(q, p) \mathrm{d} q \mathrm{~d} p
\end{aligned}
$$

In 1949 Moyal [2] generalized this result to the case of arbitrary polynomials of $\hat{q}$ and $\hat{p}$. He showed that the mathematical expectation of the symmetrized polynomial of the form

$$
\begin{equation*}
\left\{\hat{q}^{m} \hat{p}^{n}\right\}_{s}=\sum_{s=0}^{n} C_{n}^{s} \hat{p}^{s} \hat{q}^{m} \hat{p}^{n-s} \tag{3}
\end{equation*}
$$

can be calculated by the formula

$$
\left\langle\left\{\hat{q}^{m} \hat{p}^{n}\right\}_{s}\right\rangle_{\hat{\rho}}=\int_{\mathbb{R}^{2}} F_{m n}(q, p) W(q, p) \mathrm{d} q \mathrm{~d} p
$$

at that $F_{m n}(q, p)=q^{m} p^{n}$. Thereby Moyal proposed method of calculating average values for a broad class of observables through the Wigner function along the lines of classical mechanics. However, it should be noted that the Wigner function $W(q, p)$ is not positive in general. So it can not be regarded as a classical probability distribution function.

In [3, 4] the optical quantum tomogram $w(X, \varphi)$ was introduced, defined as the Radon transform of the Wigner

## function

$$
\begin{equation*}
w(X, \varphi)=\int_{\mathbb{R}^{2}} W(q, p) \delta(X-q \cos \varphi-p \sin \varphi) \mathrm{d} q \mathrm{~d} p . \tag{4}
\end{equation*}
$$

Function $w(X, \varphi)$ is non-negative everywhere and a oneparameter set

$$
\{w(X, \varphi), \varphi \in[0,2 \pi)\}
$$

consists of a probability distributions on the real axis.
In [5] it was noticed that the optical tomogram $w_{\hat{\rho}}(X, \varphi)$ of a quantum state $\rho$ can be calculated directly from the density operator

$$
w_{\hat{\rho}}(X, \varphi)=\operatorname{Tr}(\hat{\rho} \delta(X \hat{I}-\hat{q} \cos \varphi-\hat{p} \sin \varphi)) .
$$

Similarly there was introduced a more general notion of symplectic quantum tomogram

$$
\begin{equation*}
\omega_{\hat{\rho}}(X, \mu, \nu)=\operatorname{Tr}(\hat{\rho} \delta(X \hat{I}-\mu \hat{q}-\nu \hat{p})) . \tag{5}
\end{equation*}
$$

Symplectic tomogram has the property of homogeneity

$$
\begin{equation*}
\omega(\lambda X, \lambda \mu, \lambda \nu)=\frac{1}{|\lambda|} \omega(X, \mu, \nu) \tag{6}
\end{equation*}
$$

and it contains the same information as a density operator. The tomographic representation of quantum mechanics was developed in many branches during elapsed time [6, 7]. Such new approaches as $C^{*}$-algebras formalism appeared to be connected with this topic [8].

In $[9,10]$ it was studied the following question. Suppose that one has taken for the correspondence $\hat{\rho} \rightarrow \rho(X)$ in (1) the map from the set of states with sufficiently smooth density matrices $\rho(\cdot, \cdot)$ in the coordinate representation to the set of optical tomograms $w(X, \varphi)$ (in the case, variable $X \equiv(X, \varphi)$.) Then, the dual map $\hat{a} \rightarrow a(X)$ in (1) is given by the extension of

$$
\begin{align*}
a(X, \phi)= & -2 \pi \lim _{\varepsilon \rightarrow 0} \operatorname{Tr}(\hat{a}(X+\mathrm{i} \varepsilon \\
& \left.-\cos (\phi) \hat{q}-\sin (\phi) \hat{p})^{-2}\right) \tag{7}
\end{align*}
$$

from the set of density operators $\hat{a}$. It was shown that for the symmetrized product of canonical quantum observables $\left\{\hat{q}^{m} \hat{p}^{n}\right\}_{s}$ defined in (3) the dual map results in

$$
\begin{equation*}
a_{m n}(X, \varphi)=X^{m+n} H_{m, n}(\varphi) \tag{8}
\end{equation*}
$$

where functions $H_{m, n}(\varphi)$ are biorthogonal to the system $\left\{\cos ^{n+m-k} \varphi \sin ^{k} \varphi\right\}$, i.e.

$$
\begin{equation*}
\int_{0}^{2 \pi} \cos ^{n+m-k}(\varphi) \sin ^{k}(\varphi) H_{n+m-s, s}(\varphi) \mathrm{d} \varphi=\delta_{k s} \tag{9}
\end{equation*}
$$

In the present paper we pass from the polar coordinates $(X, \varphi)$ to the Cartesian coordinates $(x, y)$. Our aim is to introduce a probability distribution $\Omega(x, y)$ on the plane $\mathbb{R}^{2}$ such that the average values can be calculated by the formula

$$
\begin{equation*}
\left\langle\left\{\hat{q}^{m} \hat{p}^{n}\right\}_{s}\right\rangle_{\hat{\rho}}=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_{\hat{a}}(x, y) \Omega(x, y) \mathrm{d} x \mathrm{~d} y \tag{10}
\end{equation*}
$$

where function $f_{\hat{a}}(x, y)$ corresponds to $a_{m n}(X, \varphi)$ in the Cartesian coordinates.

## 2. The comparison with the traditional approach

To calculate the average value of the observable $\hat{a}$ in the state $\hat{\rho}$ in the traditional representation of quantum mechanics one should take a trace [11]

$$
\begin{equation*}
\langle\hat{a}\rangle_{\hat{\rho}}=\operatorname{Tr}(\hat{\rho} \hat{a}) . \tag{11}
\end{equation*}
$$

In this section we discuss the advantages of applying (2) instead of the traditional approach (11).

First and foremost, the optical tomogram (4) is a measurement of the homodyne quadrature [12, 13]. After one obtains it, the density operator $\hat{\rho}$ should be reconstructed from the experimental data. If we consider the tomogram as the main unit describing the quantum system, instead of the density operator, then this reconstruction is not needed. It allows one to take maximum advantage of experimental data. Such an approach results in a number of significant tasks concerning the situation in which one should reconstruct a tomogram in the case of incomplete information [14-17].

On the other hand, the tomographical technique can be successfully used for comparing classical and quantum systems in the sense of [18]. Indeed, the role of a density operator in the classical statistical mechanics is played by a probability distribution on the phase plane. Therefore, to compare classical and quantum cases probability distributions are preferable to density operators. In this framework, one can discriminate what kind of probability distributions on the plane refer either to the classical or the quantum case. It is worth mentioning that using the symplectic tomogram allows one to take a limit for the centre-of-mass tomogram [19] under the condition that a number of particles tends to infinity [20]. Surely these are but several examples of the possibilities of using tomographic picture.

## 3. Tomography on the plane

In $[9,10]$ the optical tomogram $w(X, \phi)(4)$ plays a role of a probability distribution on the set $\mathbb{R} \times[0,2 \pi]$. Indeed,

$$
\begin{equation*}
w(X, \varphi) \geqslant 0, \frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{-\infty}^{+\infty} w(X, \varphi) \mathrm{d} X \mathrm{~d} \phi=1 . \tag{12}
\end{equation*}
$$

In turn, the information containing in the set $\{w(X, \varphi)\}$ is redundant due to that

$$
\begin{equation*}
w(-X, \varphi)=w(X, \varphi+\pi) \tag{13}
\end{equation*}
$$

(it immediately follows from (4)). It results in the knowledge of $\{w(X, \phi), X \geqslant 0, \phi \in[0,2 \pi]\}$ allowing reconstruction of the entire tomogram. The pair $(X, \phi) \in \mathbb{R}_{+} \times[0,2 \pi]$ can be considered as the polar coordinates on the plane $\mathbb{R}^{2}$. Thus, it looks natural to change the polar coordinate to the Cartesian coordinate. This should give a transformation of $w(X, \phi)$ to a probability distribution $\Omega(x, y)$ on the plane $\mathbb{R}^{2}$. Let us define
a function $\Omega(x, y)$ in terms of the symplectic tomogram (5) by the formula (here we used the homogeneity (6))

$$
\begin{align*}
\Omega(x, y)= & \frac{1}{\sqrt{x^{2}+y^{2}}} \omega \\
& \times\left(\sqrt{x^{2}+y^{2}}, \frac{x}{\sqrt{x^{2}+y^{2}}}, \frac{y}{\sqrt{x^{2}+y^{2}}}\right)  \tag{14}\\
& =\omega\left(x^{2}+y^{2}, x, y\right)
\end{align*}
$$

It follows then that

$$
\begin{equation*}
\Omega(x, y) \geqslant 0, \frac{1}{\pi} \int_{\mathbb{R}^{2}} \Omega(x, y) \mathrm{d} x \mathrm{~d} y=1 \tag{15}
\end{equation*}
$$

Moreover, let us assume that $a(X, \phi)$ is the symbol of observable $\hat{a}$ in the optical tomography representation (7). Let us presume that

$$
f_{\hat{a}}(X \cos (\phi), X \sin (\phi))=a(X, \phi)
$$

Assertion 1:

$$
\langle\hat{a}\rangle_{\hat{\rho}}=\int_{\mathbb{R}^{2}} f_{\hat{a}}(x, y) \Omega(x, y) \mathrm{d} x \mathrm{~d} y
$$

Proof. Consider the right-hand side of (10) and pass to the polar coordinates

$$
\begin{aligned}
& \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_{\hat{a}}(x, y) \Omega(x, y) \mathrm{d} x \mathrm{~d} y \\
&= \int_{0}^{2 \pi} \int_{0}^{+\infty} f_{\hat{a}}(r \cos \varphi, r \sin \varphi) \Omega \\
& \times(r \cos \varphi, r \sin \varphi) \frac{\partial(x, y)}{\partial(r, \varphi)} \mathrm{d} r \mathrm{~d} \varphi \\
&= \int_{0}^{2 \pi} \int_{0}^{+\infty} f_{\hat{a}}(r \cos \varphi, r \sin \varphi) \frac{1}{r} \\
& \times \omega(r, \cos \varphi, \sin \varphi) r \mathrm{~d} r \mathrm{~d} \varphi \\
&= \int_{0}^{2 \pi} \\
& \int_{0}^{+\infty} f_{\hat{a}}(r \cos \varphi, r \sin \varphi) w(r, \varphi) \mathrm{d} r \mathrm{~d} \varphi
\end{aligned}
$$

As required.
Put

$$
\begin{equation*}
f_{m n}(X \cos \varphi, X \sin \varphi)=a_{m n}(X, \varphi) \tag{16}
\end{equation*}
$$

where $a_{m n}$ is defined in (8). The function $f_{m n}(x, y)$ determined by (16) is a symbol for the observable $\hat{a}=\left\{\hat{q}^{m} \hat{p}^{n}\right\}_{s}$.

Let us consider the Hilbert space consisting of all polynomials of $N$ th degree on the plane $\mathbb{R}^{2}$ equipped with the scalar product

$$
(f, g)_{N}=\frac{2}{N!} \int_{\mathbb{R}^{2}} \exp \left(-x^{2}-y^{2}\right) f(x, y) \bar{g}(x, y) \mathrm{d} x \mathrm{~d} y .
$$

Assertion 2: The functions $\left(f_{m n}(x, y)\right)_{m+n=N}$ form the biorthogonal system to the functions $\left(x^{k} y^{N-k}\right)_{k=0}^{N}$ with respect to the scalar product (17).

Proof. Passing to the polar coordinate we obtain that $f(X, \Phi)=X^{N} F(\phi)$ and $g(X, \Phi)=X^{N} G(\phi)$ are biorthogonal if $F(\phi)$ and $G(\phi)$ are bioorthogonal on the unit circle.

In the appendix we find the functions $f_{m n}$ for $m+n=2$ and $m+n=3$. Thus,

$$
\begin{gather*}
f_{20}(x, y)=\frac{1}{2 \pi}\left(3 x^{2}-y^{2}\right), \\
f_{11}(x, y)=\frac{4}{\pi} x y, f_{02}(x, y)=\frac{1}{2 \pi}\left(3 y^{2}-x^{2}\right) \\
f_{30}(x, y)=\frac{2}{\pi}\left(x^{3}-x y^{2}\right), f_{21}(x, y)=\frac{2}{\pi}\left(5 x^{2} y-y^{3}\right),  \tag{18}\\
f_{12}(x, y)=\frac{2}{\pi}\left(5 x y^{2}-x^{3}\right), f_{03}(x, y)=\frac{2}{\pi}\left(y^{3}-x^{2} y\right)
\end{gather*}
$$

## 4. Some simple examples

Let us calculate $\Omega(x, y)$ determined by (14) for coherent states. The symplectic quantum tomogram of a coherent state $|\alpha\rangle$ with the wave function

$$
\langle X \mid \alpha\rangle=\frac{1}{\pi^{1 / 4}} \exp \left(-\frac{X^{2}}{2}+\sqrt{2} \alpha X-\frac{\alpha^{2}}{2}-\frac{|\alpha|^{2}}{2}\right)
$$

is known to be equal to (see, f.e., [21])

$$
\begin{aligned}
\omega_{\alpha}(X, \mu, \nu)= & \frac{1}{\sqrt{\pi\left(\mu^{2}+\nu^{2}\right)}} \exp \\
& \times\left(-\frac{(X-\sqrt{2} \operatorname{Re}(\alpha) \mu-\sqrt{2} \operatorname{Im}(\alpha) \nu)^{2}}{\mu^{2}+\nu^{2}}\right)
\end{aligned}
$$

Applying (14) we obtain

$$
\begin{aligned}
\Omega_{\alpha}(x, y)= & \frac{1}{\sqrt{\pi\left(x^{2}+y^{2}\right)}} \exp \\
& \times\left(-\frac{\left(x^{2}+y^{2}-\sqrt{2} \operatorname{Re}(\alpha) x-\sqrt{2} \operatorname{Im}(\alpha) y\right)^{2}}{x^{2}+y^{2}}\right)
\end{aligned}
$$

In particular, for a vacuum state $|0\rangle$ it implies

$$
\Omega_{0}(x, y)=\frac{1}{\sqrt{\pi\left(x^{2}+y^{2}\right)}} \exp \left(-x^{2}-y^{2}\right)
$$

The number of particles operator $\hat{N}=\frac{\hat{q}^{2}+\hat{p}^{2}-1}{2}$ has the symbol
$f_{\hat{N}}(x, y)=\frac{1}{2}\left(f_{20}(x, y)+f_{0,2}(x, y)-1\right)=\frac{1}{2 \pi}\left(x^{2}+y^{2}-1\right)$
due to (18). It immediately follows that

$$
\langle\hat{N}\rangle_{0}=\int_{\mathbb{R}^{2}} \Omega_{0}(x, y) f_{\hat{N}}(x, y) \mathrm{d} x \mathrm{~d} y=0
$$

Analogously, for the excited states $|n\rangle$ of harmonic oscillator, with the wave functions

$$
\langle X \mid n\rangle=\frac{1}{\pi^{1 / 4}} \frac{1}{\sqrt{2^{n} n!}} H_{n}(X) \exp \left(-\frac{X^{2}}{2}\right)
$$

where $H_{n}(X)$ is the Hermitian polynomial of nth degree, the symplectic tomogram equals

$$
\begin{aligned}
\omega_{n}(x, \mu, \nu)= & \frac{1}{2^{n} n!} \frac{1}{\sqrt{\pi\left(\mu^{2}+\nu^{2}\right)}} H_{n}^{2} \\
& \times\left(\frac{X}{\sqrt{\pi\left(\mu^{2}+\nu^{2}\right)}}\right) \exp \left(-\frac{X^{2}}{\mu^{2}+\nu^{2}}\right)
\end{aligned}
$$

Then, it follows from (14) that

$$
\Omega_{n}(x, y)=\frac{1}{2^{n} n!} \frac{1}{\sqrt{\pi\left(x^{2}+y^{2}\right)}} H_{n}^{2}\left(\frac{\sqrt{x^{2}+y^{2}}}{\pi}\right) \exp \left(-x^{2}-y^{2}\right)
$$

The same reasoning gives us

$$
\langle\hat{N}\rangle_{n}=\int_{\mathbb{N}^{2}} \Omega_{n}(x, y) f_{\hat{N}}(x, y) \mathrm{d} x \mathrm{~d} y=n .
$$

## 5. Conclusion

Based upon the symplectic quantum tomogram we introduced the probability distribution on the plane (14). Then, we have presented the dual map allowing to calculate the average values of quantum observables in the quantum state determined by this distribution. Finally, we have calculated the symbols of quantum observables which are polynomials of the position and momentum operators of second and third degrees. Few simple examples of calculating the probability distribution on the plane and the symbols of observables are given. We suppose that our approach can serve for solving the task of reconstructing a tomogram from incomplete information about the system. We shall treat with this problem in the future.
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## Appendix

Here we find a biorthogonal system $f_{k}^{(n)}(x, y)$ to the auxiliary system $g_{s}^{(n)}(x, y)=x^{n-s} y^{s}$ with respect to the scalar product

$$
(f, g)=\frac{2}{n!} \iint \mathrm{e}^{-x^{2}-y^{2}} f_{k}^{(n)}(x, y) \bar{g}_{s}^{(n)}(x, y) \mathrm{d} x \mathrm{~d} y
$$

Obviously $f_{1}^{(1)}(x, y)=\frac{x}{\pi}, f_{2}^{(1)}(x, y)=\frac{y}{\pi}$. Look for now $f_{k}^{(2)}(x, y)$. We have:

$$
g_{1}^{(2)}(x, y)=x^{2}, \quad g_{2}^{(2)}(x, y)=x y, \quad g_{3}^{(2)}(x, y)=y^{2}
$$

Functions $f_{k}^{(2)}(x, y)$ are polynomials of the second degree relative $x$ and $y$, therefore they represent a linear combination of functions $g_{s}^{(2)}(x, y)$ that is

$$
f_{k}^{(2)}(x, y)=a_{k} x^{2}+b_{k} x y+c_{k} y^{2}
$$

While the basis is $g_{s}^{(2)}(x, y)$ we can write the column coordinate functions $f_{k}^{(2)}(x, y)$ as $\left(\begin{array}{l}a_{k} \\ b_{k} \\ c_{k}\end{array}\right)$. To calculate the scalar products $(f, g)$ we write the Gram matrix in the basis of $g_{s}^{(2)}(x, y)$ :

$$
\Gamma=\left(\begin{array}{lll}
\left(g_{1}^{(2)}, g_{1}^{(2)}\right) & \left(g_{1}^{(2)}, g_{2}^{(2)}\right) & \left(g_{1}^{(2)}, g_{3}^{(2)}\right) \\
\left(g_{2}^{(2)}, g_{1}^{(2)}\right) & \left(g_{2}^{(2)}, g_{2}^{(2)}\right) & \left(g_{2}^{(2)}, g_{3}^{(2)}\right) \\
\left(g_{3}^{(2)}, g_{1}^{(2)}\right) & \left(g_{3}^{(2)}, g_{2}^{(2)}\right) & \left(g_{3}^{(2)}, g_{3}^{(2)}\right)
\end{array}\right)
$$

where

$$
\begin{aligned}
\left(g_{i}^{(2)}, g_{j}^{(2)}\right) & =\iint \mathrm{e}^{-x^{2}-y^{2}} g_{i}^{(2)}(x, y) g_{j}^{(2)}(x, y) \mathrm{d} x \mathrm{~d} y \\
& =\int_{-\infty}^{+\infty} x^{4-i-j} \mathrm{e}^{-x^{2}} \mathrm{~d} x \int_{-\infty}^{+\infty} y^{i+j} \mathrm{e}^{-y^{2}} \mathrm{~d} y
\end{aligned}
$$

The values of these integrals are known, so

$$
\Gamma=\frac{\pi}{4}\left(\begin{array}{lll}
3 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 3
\end{array}\right)
$$

Condition of biorthogonality for example for $f_{1}^{(2)}$ is written as

$$
\left\{\begin{array}{l}
\left(f_{1}^{(2)}, g_{1}^{(2)}\right)=1 \\
\left(f_{1}^{(2)}, g_{2}^{(2)}\right)=0 \\
\left(f_{1}^{(2)}, g_{3}^{(2)}\right)=0
\end{array}\right.
$$

that is

$$
\left\{\begin{aligned}
3 a_{1}+c_{1} & =\frac{4}{\pi} \\
b_{1} & =0 \\
a_{1}+3 c_{1} & =0
\end{aligned}\right.
$$

The solution is $f_{1}^{(2)}(x, y)=\frac{1}{2 \pi}\left(3 x^{2}-y^{2}\right)$. Similarly, the
other elements of the system are

$$
f_{2}^{(2)}(x, y)=\frac{4}{\pi} x y, \quad f_{3}^{(2)}(x, y)=\frac{1}{2 \pi}\left(-x^{2}+3 y^{2}\right)
$$

For $n=3$ we have

$$
\begin{aligned}
& g_{1}^{(3)}(x, y)=x^{3}, \quad g_{2}^{(3)}(x, y)=x^{2} y, \\
& g_{3}^{(3)}(x, y)=x y^{2}, \quad g_{4}^{(3)}(x, y)=y^{3}
\end{aligned}
$$

Gram matrix in the basis of $g_{s}^{(3)}(x, y)$ is

$$
\Gamma=\frac{\pi}{8}\left(\begin{array}{llll}
5 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 5
\end{array}\right)
$$

By similar calculations we obtain

$$
\begin{aligned}
& f_{1}^{(3)}(x, y)=\frac{2}{\pi}\left(x^{3}-x y^{2}\right) \\
& f_{2}^{(3)}(x, y)=\frac{2}{\pi}\left(5 x^{2} y-y^{3}\right) \\
& f_{3}^{(3)}(x, y)=\frac{2}{\pi}\left(5 x y^{2}-x^{3}\right) \\
& f_{4}^{(3)}(x, y)=\frac{2}{\pi}\left(y^{3}-x^{2} y\right)
\end{aligned}
$$

## References

[1] Wigner E 1932 Phys. Rev. 40 749-59
[2] Moyal J E 1949 Proc. Camb. Phil. Soc. 45 99-124
[3] Bertrand J and Bertrand P 1987 Found. Phys. 17 397-405
[4] Vogel K and Risken H 1989 Phys. Rev. A 40 2847-9
[5] Mancini S, Manko V I and Tombesi P 1995 Quantum Semiclass. Opt. 7 615-23
[6] Ibort A, Manko V I, Marmo G, Simoni A and Ventriglia F 2009 Phys. Scr. 79065013
[7] Man'ko M A, Man'ko V I, Marmo G, Simoni A and Ventriglia F 2013 Nuovo Cimento C 036 163-82
[8] Ibort A, Manko V I, Marmo G, Simoni A and Ventriglia F 2011 Phys. Scr. 84065006
[9] Amosov G G, Korennoy Ya A and Man’ko V I 2012 Theor. Math. Phys. 171 832-8
[10] Amosov G G, Korennoy Ya A and Man’ko V I 2012 Phys. Rev. A 850521199
[11] von Neumann J 1932 Mathematische grundlagen der quantenmechanik (Berlin: Springer)
[12] Smithey D T, Beck M, Raymer M G and Faridani A 1993 Phys. Rev. Lett. 701244
[13] Schiller S, Breitenbach G, Pereira S F, Mikker T and Mlynek J 1996 Phys. Rev. Lett. 772933
[14] Orlowski A and Paul H 1994 Phys. Rev. A 50 921-4
[15] Leonhardt U and Munroe M 1996 Phys. Rev. A 54 3682-4
[16] Amosov G G, Mancini S and Manko V I 2008 Phys. Lett. A 372 2820-4
[17] Amosov G G and Dnestryan A I 2013 Russ. Math. 57 51-55
[18] Chernega V N and Man'ko V I 2012 AIP Conf. Proc. 1424 33-39 arXiv:1204.3854
[19] Arkhipov A S, Lozovik Y E and Man’ko V I 2004 Phys. Rev. A 703608
[20] Amosov G G and Man’ko V I 2009 Phys. Scr. 80025006
[21] Amosov G G and Man’ko V I 2004 J. Russ. Laser Res. 25 253-66

