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Abstract

We investigate a one random variable tomography map, describing quantum state of a multipartite system. The rando
variable is analogous to center of mass considered in rotated and scaled reference frames in the phase space. Start
star product formalism, we construct the map, investigate its properties (including the symmetry properties in respect to
particles permutations), derive the evolution equation, and consider a multimode oscillator as an example. The physical meani
of the map is analyzed in detail.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction

During last decade there was a growing interest to new representation of quantum mechanics, a pr
representation[1,2]. In the framework of this representation a quantum state is described by thenon-negative
probability distribution function, called marginal distribution[3,4], or tomogram (see also[5–7] for reference abou
the analogous quasidistribution functions: non-negative HusimiQ-function and Sudarshan–GlauberP -function).

Tomographic map, first developed for continuous variables, was then generalized for discrete spin v
[8–14]. It appears that the tomogram is a measurable quantity, that can be used in experiments on non
and coherent states of light or matter optics[15–26]. On the other hand, the non-negativity of state-describ
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function in tomographic representation attracts those who deal with the simulation of quantum systems[27]. This
is due to the fact that many problems in the field arise because the values used to describe the state are c
negative, or even complex (for example, sign problem in Fermi-systems simulations). Tomography is also
ble in quantum computations and entanglement (see, e.g.,[28]), as well as in the theory of information and sign
analysis[20].

The state of the system withN degrees of freedom can be described by density matrixρ(�q ′, �q ′′) [29,30], the
function of 2N variables. Usual symplectic tomography scheme[31–33] introduces the non-negative functio
of 3N variables, symplectic tomogramws( �X, �µ, �ν), to describe the state. Homogeneity of this function[34,35]
is the reason that effectively it has only 2N independent variables. In connection with the growing interest to
tomography in experiments and simulations, it would be desirable to find more simple tomographic map w
number of variables. This is the aim of present Letter. We analyze in details the ‘center-of-mass’ tomo
described in Ref.[36], which operates with one random variableX. Advantage of this scheme is that the st
describing function,w(X, �µ, �ν), depends on only 2N + 1 variables.

In Section2 we present the definition of tomographic scheme with one random variable, elucidate some of
useful properties and discuss the physical meaning of the map. In Section3 we derive the equations describin
quantum evolution, stationary states, quantum transitions and rules for average values calculation for the
tomography map. Some examples of state description using the developed approach are given in Section4 and
symmetry of the map with respect to particles permutations is discussed in Section5. The work is summarized in
Section6.

2. One random variable tomography

2.1. Definition of the tomographic map

We begin with the one-dimensional (1D) case of a particle with continuous degree of freedom (in this Le
do not consider spin variables, but generalization of the formalism is straightforward). Quantum mechanics sta
that we know ‘everything’ about the system if we know density matrix. In practice, to obtain any information
the system we have to measure some quantities, for example, coordinateq or momentump. It is also possible
sometimes to measure an intermediate quantity,µq + νp, whereµ, ν are real parameters. Formally, this quan
(denote itX) is coordinate, measured in scaled and rotated reference frame in the phase space. It turns out, that
the distribution function ofX (w(X,µ,ν)), measured for all sets ofµ,ν givescomplete quantum mechanic
descriptionof the system, in the sense that there is a unique correspondence betweenw(X,µ,ν) and density
matrix (see, e.g.,[1,31,33,37,38]). Note that distribution functionw(X,µ,ν) is equal to〈δ(X − µq̂ − νp̂)〉, where
〈· · ·〉 is quantum mechanical average. Then there is, in principle, a possibility of complete experimental
matrix determination through the set of coordinate measurements.

When we deal with more than one particle and dimension we can consider individualXj = µjqj + νjpj

for everyj th degree of freedom. This results in the symplectic tomography representation[33,37]. Here we are
to show that it is enough to work with only oneX = ∑

j Xj . To do this, let us consider the generalization
w(X,µ,ν) = 〈δ(X − µq̂ − νp̂)〉, whereq,p andµ,ν becomes the vectors, their products become scalar pro
of vectors, whileX remains a real number:

(1)w(X, �µ, �ν) = 〈
δ(X − �µ �̂q − �ν �̂p)

〉
.

Related problems were discussed in[21,22].
Throughout the Letter designations are the following. We consider the system ofN particles ind dimensions, the

number of degrees of freedom isNd . Vectors are written as�a, we use everywhere the vectors withNd components
if the otherwise is not mentioned. Designation�e is used for the vector with all components equal to 1 (ej = 1).
Scalar product of vectors is designateda = �b�c (meaninga = ∑

j bj cj ), �a = �b ◦ �c denotes the component-wis
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product of vectors (aj = bjcj ). The tomogram for usual symplectic scheme is designated asws( �X, �µ, �ν) ( �X, �µ
and�ν with Nd components each); the tomogram with one random variable is written asw(X, �µ, �ν). We also use
Planck constant̄h = 1 everywhere.

We can begin the construction of one-random-variable tomography representation from the known star prod
expressions. In the framework of star product formalism[39–42]every operator is replaced by the function (‘sy
bol’), depending on specific set of parameters (y), products of operators turn into ‘star products’ of correspond
symbols (general star product problem was discussed also in Ref.[43] and symplectic tomography was conside
from the point of view of star product in Ref.[33]). As a result, one deals with functions only, avoiding operat
For example, using a pair of operatorsD̂(y), Û(y), we construct the connection between the symbolsfA(y) and
operatorsÂ:

(2)fA(y) = Tr
(
ÂÛ(y)

)
,

(3)Â =
∫

fA(y)D̂(y) dy,

(4)
∫

Tr
(
D̂(y)Û(y)

)
dy = 1.

Fory = {X, �µ, �ν} one can choose

(5)Û(y) = δ
(
X − �µ �̂q − �ν �̂p)

,

(6)D̂(y) = (2π)−Nd exp
[
i
(
X − �µ �̂q − �ν �̂p)]

,

which defines the symbols (denote themwA(X, �µ, �ν)) and star product:

(7)(wA ∗ wB)(y) =
∫

wA(y ′′)wB(y ′)K(y ′′, y ′, y) dy ′′ dy ′.

The kernel of star productK(y ′′, y ′, y) is expressed as follows:

K(y ′′, y ′, y) = Tr
[
D̂(y ′′)D̂(y ′)Û(y)

]
=

∫
e−i(kX−X′−X′′)δ(�µ′′ + �µ′ − k �µ)δ(�ν′′ + �ν′ − k�ν)

(8)× e−i( �µ′′ �ν ′−k( �µ′′ �ν ′+�µ′ �ν)+( �µ′�ν ′+�µ′′ �ν ′′+k2 �µ�ν)/2) dk

(2π)Nd+1
.

For any operator̂A we have〈A〉 = Tr(ρ̂Â), therefore,wρ -symbol of density operator̂ρ is the same asw(X, �µ, �ν)

defined by Eq.(1). Density matrix in any representation is just a matrix element of density operator. Then, fi
we come to the unique correspondence (invertable map) between the tomogramw and density matrix mentione
above:

(9)w(X, �µ, �ν) = 〈
δ
(
X − �µ �̂q − �ν �̂p)〉

,

(10)ρ̂ =
∫

w(X, �µ, �ν)ei(X−�µ �̂q−�ν �̂p) dX d �µd�ν
(2π)Nd

.

Density matrix always can be reconstructed from the tomogramw using these equations, so one random varia
tomogram describes quantum statecompletely. Note that now the state-describing function isnonnegativeand
depends on 2Nd + 1 variables in contrast to symplectic tomogram, depending on 3Nd variables.
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2.2. Properties ofw(X, �µ, �ν)

It is convenient to consider density matrix in coordinate representation and Wigner description of quantu
[44] to derive the properties and evolution equation for the tomogramw. In the framework of Wigner formalism
the state of the system is described by real Wigner functionW(�q, �p) defined in phase space and connected w
the density matrix as follows:

(11)W(�q, �p) =
∫

ρ

(
�q + �u

2
, �q − �u

2

)
e−i �p�u d �u

(2π)Nd
,

(12)ρ(�q ′, �q ′′) =
∫

W

( �q ′ + �q ′′

2
, �p

)
ei �p(�q ′−�q ′′) d �p.

Using Eqs.(9), (10)and Eqs.(11), (12)we obtain:

(13)w(X, �µ, �ν) =
∫

W(�q, �p)e−ik(X−�µ�q−�ν �p) dk d �q d �p
(2π)

,

(14)W(�q, �p) =
∫

e−i( �µ�q+�ν �p−X)w(X, �µ, �ν)
dX d �µd�ν
(2π)2Nd

.

Usual symplectic tomography map is developed in references[1,33,37]. The symplectic tomogramws( �X, �µ, �ν)

and Wigner function are connected as follows:

(15)ws( �X, �µ, �ν) =
∫

W(�q, �p)e−i�k( �X−�µ◦�q−�ν◦ �p) d
�k d �q d �p
(2π)Nd

,

(16)W(�q, �p) =
∫

e−i�e( �µ◦�q+�ν◦ �p− �X)ws( �X, �µ, �ν)
d �X d �µd�ν
(2π)2Nd

.

Since the Wigner function is connected by invertable maps with both tomogramsw andws it is obvious that
they contain the same information about the quantum state. In fact one has

(17)w(X, �µ, �ν) =
∫

ws( �Y , �µ, �ν)δ

(
X −

Nd∑
j=1

Yj

)
d �Y,

(18)ws( �X, �µ, �ν) =
∫

w(Y, �k ◦ �µ, �k ◦ �ν)ei(Y−�k �X) d �k dY.

The Wigner function is normalized:∫
W(�q, �p)d �q d �p =

∫
ρ

(
�q + �u

2
, �q − �u

2

)
e−i �p�u d �ud �q d �p

(2π)Nd
=

∫
ρ

(
�q + �u

2
, �q − �u

2

)
δ(�u) d �ud �q

(19)=
∫

ρ(�q, �q) d �q = 1,

where we choose the normalization for density matrix Tr(ρ̂) = 1. Then the tomogramw is normalized inX vari-
able:

(20)
∫

w(X, �µ, �ν) dX =
∫

W(�q, �p)δ(k)eik( �µ�q+�ν �p) dk d �q d �p = 1.

Although the tomogram depends on 2Nd + 1 variables, instead of 2Nd for density matrix, the completene
of physical description is the same for both formulations, due to the fact that the tomogram is a homog
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function. Consider the definition(13)and multiply all variables inw by a real numberλ:

w(λX,λ�µ,λ�ν) =
∫

W(�q, �p)e−iλk(X−�µ�q−�ν �p) dk d �q d �p
(2π)

=
∫

W(�q, �p)e−ik(X−�µ�q−�ν �p) dk d �q d �p
(2π |λ|)

(21)= w(X, �µ, �ν)

|λ| ,

where we just made the change of variablesλk → k.
From property(21)we have

(22)w(X, �µ, �ν) = |X|−1w(1, �µ/X, �ν/X).

A pure state is described by the wave functionΨ (�q). In this casew is given by

(23)w(X, �µ, �ν) =
∫

d �Y δ
(
X − ∑Nd

j=1 Yj

)
(2π)Nd

∏Nd
j=1 |νj |

∣∣∣∣∣
∫

Ψ (�q)exp

[
i

(
�q �Y

�ν − �q ◦ �q
2

�Y
�ν

)]
d �q

∣∣∣∣∣
2

.

Corresponding formula for the symplectic tomogramws was given in Ref.[45].

2.3. Physical meaning

We have defined the non-negative functionw(X, �µ, �ν) (9) completely describing quantum state. For any se
{ �µ, �ν} it is normalized as a function ofX, therefore,w(X, �µ, �ν) is the set of distribution functions of quantityX.
Then to know the quantum state completely one has to consider all sets of{ �µ, �ν} (in practice, moving with som
step) and measureX = �µ�q + �ν �p many times for each set: this yields the distribution functionw(X, �µ, �ν) for given
set of{ �µ, �ν}.

Looking at Eq.(22) we see that we even do not have to knoww(X, �µ, �ν), the value of this function in som
point in X for all { �µ, �ν} is enough. This does not change the scheme of measurements, we still need to meas
full distribution function ofX for given { �µ, �ν} (it is necessary to compare the values of distribution functio
different points to be sure that statistical precision is good), but one has to store the smaller arrays of infor

Property(21) can be used in another way. Ifλ is equal to�µ�µ + �ν�ν, we can parameterize{ �µ, �ν} by λ and
2Nd − 1 angles (to use the spherical coordinates in the space of{ �µ, �ν}). Applying Eq.(21) we come to reduce
tomogram with 2Nd variables and{ �µ, �ν} located on the sphere with radius equal unity in(2Nd)-dimensional
space. This new tomogram also completely describes the state and in some cases it can be convenient
one in measurements, because it is easier to sample 2Nd −1 angles than(2Nd)-dimensional space from−∞ to ∞
(see, e.g.,[20,22]). On the other hand, such formulation causes trouble with the derivation of evolution equ
and arbitrary average values calculation.

The only remaining unclear point is the meaning ofX = �µ�q + �ν �p. It is the sum of positions measured in sca
and rotated reference frame in the phase space. But what does it mean physically? It is impossible to measur�q
and �p simultaneously, but sometimes one can transform�q and �p into the form�µ�q + �ν �p, for example, mixing the
signal beam with local oscillator field (in quantum optics, see[19] and references therein). Another scheme
proposed in[20], where�q and �p are mixed due to wave (electromagnetic or matter) propagation through a le
an analog of a lens in atomic optics). Taking into account the present development of science concerning controllin
the Bose-condensates of atoms, this also can be a possible realm of tomography measurements. Bose-c
is a coherent macroscopic state of many atoms and it isdescribed by macroscopic wave function. For exam
one can mix two such waves (condensates of the same atoms), using the first as a signal wave and the
local oscillator. Varying the phase difference of the condensates we sample different�µ, �ν. Probably, the same ca
be done in superconductors (where the electrons of superconductivity also form the coherent macroscopic ma
wave), using Josephson junctions.
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If we somehow accomplished the scaling and rotation of reference frame in the phase space we can measur
set of positions in this reference frameXj = µjqj + νjpj , but it is enough to measure their sum,X = �µ�q + �ν �p. It
is analogous to the position of center of mass measurement (the sum of coordinates of corresponding vector, to b
more precise). Indeed, the center of mass position is

(24)Xcm =
∑
j

mjXj /M =
∑
j

mj (µjqj + νjpj )/M,

whereM = ∑
j mj andmj is the mass corresponding toj th degree of freedom, andXcm can be associated wit

X = �µ�q + �ν �p for some other set of{ �µ, �ν}. We sample all sets of{ �µ, �ν}, therefore, it is enough to measure t
center-of-mass position in each scaled and rotated reference frame.

Finally, we would like to make the following remark. The storage of arrays representing full density ma
tomogram becomes impossible when the number of degrees of freedom growth. If we use some grid, the
of arrays elements is proportional tonNd , wheren is the number of grid steps. IncreasingNd we soon come to
the situation when all data carriers in the world cannot store corresponding arrays. And this is not necessary a
state of the system is uniquely determined by the one-particle density (through the density functional, see[46] and
references therein). Then for many-particles systems description we can use reduced density matrices (one-b
two-body, etc.), and tomography map is constructed for them in the same way as for full density matrix. T
situation with reference frame scaling and rotation is simplified becauseµ andν are the same for all particles (
one-body density matrix is considered) and distribution functions are averaged over all particles.

3. State transformations

3.1. Evolution equations

Let us discuss the evolution equation for tomogramw. Begin with the most general evolution equation
density matrix:

(25)i
∂ρ(�q ′, �q ′′)

∂t
= [

Ĥ , ρ(�q ′, �q ′′)
]
.

Here and throughout the Letter we omit the dependence on timet , but imply that all functions, describing th
state (density matrix, Wigner function, tomogram) depend on time as parameter. For Hamiltonians in th
Ĥ = ∑

i p̂
2
i /(2mi) + V (�q) we can utilize the Moyal evolution equation for Wigner function[47,48]:

(26)
∂W

∂t
+ �p

m

∂W

∂ �q + i

[
V

(
�q + i

2

∂

∂ �p
)

− V

(
�q − i

2

∂

∂ �p
)]

W = 0,

where�p/ �m means the vector with componentspi/mi (the equation holds for the case of different masses for di
ent particles and directions), the operators in the potentialV designates the analytical expansion of the potential
use of the products of corresponding operators. This equation can be easily obtained applying the transform(11)
to Eq.(25).

Let us apply the transform(13) to evolution equation(26). Expanding the potential in Eq.(26), we come to the
transforms of the following quantities:�qW , ∂W/∂ �q, �pW and∂W/∂ �p. The transform(13)of �qW is∫

�qW(�q, �p)exp
[−ik(X − �µ�q − �ν �p)

]dk d �q d �p
(2π)

(27)= −i
∂

∂ �µ
∫

W(�q, �p)

k
exp

[−ik(X − �µ�q − �ν �p)
]dk d �q d �p

(2π)
.
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Using an operator(∂/∂X)−1, giving the antiderivative of the function it works on, we have

(28)i
e−ikX

k
= i

k

(
∂

∂X

)−1 ∂

∂X
e−ikX =

(
∂

∂X

)−1

e−ikX,

and Eq.(27)becomes

(29)
∫

�qW(�q, �p)exp
[−ik(X − �µ�q − �ν �p)

]dk d �q d �p
(2π)

= − ∂

∂ �µ
(

∂

∂X

)−1

w(X, �µ, �ν).

Analogously one can obtain the rules of transformation of the terms in Eq.(26), designated as ‘→’:

(30)�qW(�q, �p) → − ∂

∂ �µ
(

∂

∂X

)−1

w(X, �µ, �ν),

(31)
∂W(�q, �p)

∂ �q → �µ ∂

∂X
w(X, �µ, �ν),

(32)�pW(�q, �p) → − ∂

∂�ν
(

∂

∂X

)−1

w(X, �µ, �ν),

(33)
∂W(�q, �p)

∂ �p → �ν ∂

∂X
w(X, �µ, �ν).

Application of Eqs.(30)–(33)to the Eq.(26)gives the evolution equation for one random variable quantum to
gramw:

(34)
∂w

∂t
− �µ

m

∂w

∂�ν + i

[
V

(
− ∂

∂ �µ
(

∂

∂X

)−1

+ i

2
�ν ∂

∂X

)
− V

(
− ∂

∂ �µ
(

∂

∂X

)−1

− i

2
�ν ∂

∂X

)]
w = 0.

3.2. Stationary states and quantum transitions

Stationary states with definite energy obey the following eigenvalue equation:

(35)Ĥ ρ̂E = ρ̂EĤ = Eρ̂E.

From Eq.(11) we have the rules of transition from the equation for density matrix to equation for W
function:

(36)
∂2ρ(�q, �q ′)

∂ �q2 →
(

1

4

∂2

∂ �q2 − �p2 + i �p ∂

∂ �q
)

W(�q,p), V (�q)ρ(�q, �q ′) → V

(
�q + i

2

∂

∂ �p
)

W(�q,p).

Using(30)–(33), we have the eigenvalue equation for the tomogramw with one random variable:

Nd∑
j=1

[
1

2mj

∂2

∂ν2
j

(
∂

∂X

)−2

− 1

8mj

µ2
j

∂2

∂X2

]
w + ReV

(
i

2
�ν ∂

∂X
− ∂

∂ �µ
(

∂

∂X

)−1
)

w = Ew,

(37)−
Nd∑
j=1

µj

2mj

∂w

∂νj

= ImV

(
i

2
�ν ∂

∂X
− ∂

∂ �µ
(

∂

∂X

)−1
)

w.

Consider now two states,a andb. The probability of transition from statea to stateb is Pab = Tr(ρ̂aρ̂b) =∫
ρa(�q ′, q ′′)ρb(�q ′′, q ′) d �q ′ d �q ′′, or, in terms of the Wigner formalism,

(38)Pab = (2π)Nd

∫
Wa(�q, �p)Wb(�q, �p)d �q d �p.



426 A.S. Arkhipov et al. / Physics Letters A 328 (2004) 419–431

e

lution

re,

culation
age value

l

n-
From Eq.(14)one gets the expression forPab in tomography approach:

(39)Pab =
∫

wa(X, �µ, �ν)wb(Y,−�µ,−�ν)ei(X+Y ) dX dY d �µd�ν
(2π)Nd

.

3.3. Tomographic map in temperature-dependent processes

Tomography map can be as well applied to the systems in thermodynamic equilibrium, with temperatureT 	= 0.
Tomographic evolution equation in ‘imaginary time’β = 1/T (measuringT in units of energy) is derived from th
following equation:

(40)−∂ρ(�q ′, �q ′′, β)

∂β
= Ĥ�q ′ρ(�q ′, �q ′′, β),

with initial condition ρ(�q ′, q ′′, β = 0) = δ(�q ′ − q ′′) (corresponding to constant Wigner function, see Eq.(11)).
Here index�q ′ in Ĥ�q ′ shows that the Hamiltonian acts only on variables�q ′.

Transition to the tomogramw is straightforward. We just use the same rules, as in the derivation of evo
equation(34)and eigenvalue equation(37). Then the evolution equation in imaginary timeβ for w is given by

−∂w

∂β
=

Nd∑
j=1

[
1

2mj

∂2

∂ν2
j

(
∂

∂X

)−2

− 1

8mj

µ2
j

∂2

∂X2

]
w + ReV

(
i�ν
2

∂

∂X
− ∂

∂ �µ
(

∂

∂X

)−1
)

w,

(41)−
Nd∑
j=1

µj

2mj

∂w

∂νj

= ImV

(
i

2
�ν ∂

∂X
− ∂

∂ �µ
(

∂

∂X

)−1
)

w.

From Eq.(13) we see, that initial condition (β = 0) is w in the delta-function form, equal zero everywhe
besides the point�µ,ν = 0 and constant inX direction in that point.

3.4. Average values calculation

Developing the ‘center-of-mass’ tomography formalism we must provide the rules of average values cal
to complete the picture. Using the density matrix to describe the state of the system we can obtain the aver
of some operator̂A as

(42)〈A〉 = Tr(ρ̂Â),

where we choose Tr(ρ̂) = 1.
In the framework of Wigner–Moyal formulation of quantum mechanics one deals with theWeyl symbo

AW(�q, �p) [49] of operatorA( �̂q, �̂p) (see[50,51]for review, see also[52]), to calculate the average value:

(43)〈A〉 =
∫

AW(�q, �p)W(�q, �p)d �q d �p,

where the Weyl symbol is given by

(44)AW(�q, �p) =
∫

Tr
(
A( �̂q, �̂p)ei�ξq̂+i �ηp̂

)
e−i�ξq−i �ηp d�ξ d �η

(2π)2Nd
.

Expression for the average values in one random variable tomography formulation is obtained using the co
nection betweenw and Wigner function(14):

(45)〈A〉 =
∫

eiXw(X, �µ, �ν)A(�µ, �ν) dXd �µd�ν,

(46)A(�µ, �ν) =
∫

AW(�q, �p)e−i( �µ�q+�ν �p) d �q d �p
2Nd

.

(2π)
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If considered operator depends on coordinates�̂q or momenta�̂p only, Weyl symbols have the same form
corresponding operators in coordinate ormomentum representation. OperatorA( �̂q) is A(�x) in �x-coordinate rep-
resentation, then its Weyl symbolAW(�q,p) is equal toA(�q). The same is valid for momenta-dependent opera
B( �̂p) is B(�y) in �y-momentum representation, andBW(�q,p) = B( �p).

Consider an operatorA( �̂q), depending on coordinates only. For momenta-dependent operators all equatio
are the same, providedµ is replaced byν, and vice versa, because the pairs�q, �µ and �p, �ν enter the equation
connecting the tomogramw with Wigner function symmetrically. Integration over�ν in Eq.(45) for operatorA( �̂q)

gives the delta-functionδ(�ν). Then we have:

(47)〈A〉 =
∫

AW(�q)e−i( �µq−X)w(X, �µ, �ν = 0)
dX d �µd �q
(2π)Nd

.

It is often necessary to operate with the one-particle and one-dimension operators. Then, quite generally
consider an operatorA(q̂1). Corresponding average value is given by

(48)〈A〉 =
∫

AW(X)w
(
X,µ1 = 1, �̃µ = 0,0

)
dX,

where �̃µ designates allµj except the specifiedµ1.

4. Examples

In this section we introduce several examples of tomographic map for many-particles quantum sta
simplicity, here we do not regard symmetry over particles exchange. Permutations properties are cons
Section5.

4.1. Gaussian states

In various applications we often deal with the pure states and wave functions of Gaussian form. Exam
the ground state, as well as coherent or squeezed states ofthe system of non-interacting oscillators, or some ma
dimensional Gaussian wave packet. Such wave packet can be created due to parametric excitation of m
vacuum state of electromagnetic field[53], e.g., in the framework of nonstationary Casimir effect[54].

For the wave functionΨ (�q) = ∏Nd
j=1 ψj(qj ), where

(49)ψj(q) = (Aj/π)1/4e− Aj
2 (q−xj )

2+iyj q ,

we have (using Eq.(11)) the Wigner function as a product ofWj(qj ,pj ), where

(50)Wj(q,p) = e−Aj(q−xj )2
e−Bj (p−yj )

2
(AjBj )

1/2/π,

and for states(49) Bj = 1/Aj . Here we used the fact that the Fourier transform of a Gaussian is Gaussia
same rule works when we apply the transformation(13) to Eq.(50). Then, the tomogram of Gaussian states
the form

(51)wGauss(X, �µ, �ν) = e−(X−�µ�x−�ν �y)2/C

√
πC

, C =
Nd∑
j=1

(
µ2

j

Aj

+ ν2
j

Bj

)
.

Thermal density matrix of independent oscillators is also Gaussian, but it is not a product of wave functions
the state is not pure. Still it is a product of density matrices of individual oscillators (see, e.g.,[55]):

(52)ρj (q, q ′) =
√

2Aj(Bj − 1)
e−Aj [Bj (q2+q ′2)−2qq ′],
π
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whereAj = mωj/(2 sh(ωjβ)) andB = ch(ωjβ). Omitting the straightforward calculations, we obtain the tom
gramw in the following form:

(53)w(β)(X, �µ, �ν) = e−X2/D

√
πD

, D =
Nd∑
j=1

(
µ2

j

2Aj(Bj − 1)
+ 2ν2

j Aj (Bj + 1)

)
.

4.2. Fock states

The Fock states of light (the eigenstates in representation of photons number) correspond to ground or exc
states of multimode oscillator. The state is labeled by vector�n of integer numbers and wave function has the fo

(54)Ψ (�q) =
Nd∏
j=1

e
−q2

j /2
Hnj (qj )

π1/4
√

2nj nj !
,

whereHm is the Hermit polynomial ofmth order. To obtain the tomogram for such state we use the follow
facts. First, coherent state of an oscillator is described by the Gaussian wave function and, correspondingly
the Gaussian tomogram (see Eq.(51)). Coherent state is labeled by complex vector�α = �a + i �b and parameter
of Gaussian wave function in coordinate representation(49) arexj = √

2aj andyj = −√
2bj . Second, the wav

function of coherent state (for simplicity, one dimension is considered here) is expanded in the basis of Fock s
as

(55)|α〉 = e−|α|2/2
∞∑

n=0

αn

√
n! |n〉,

which is connected with the expression for generating function of Hermit polynomials:

(56)e−α2+2αq =
∞∑

n=0

αn

n! Hn(q).

Expanding the tomogram of coherent state in Hermit polynomials and wave function of coherent state in co
sponding integral expression in wave functions of Fock states we have

(57)w�n(X, �µ, �ν) =
∫

δ

(
X −

Nd∑
j=1

Xj

)
Nd∏
j=1

H 2
nj

(
Xj/

√
µ2

j + ν2
j

)
exp

{−X2
j /(µ

2
j + ν2

j )
}

2nj nj !
√

π(µ2
j + ν2

j )
d �X.

For example, forN = 2, d = 1 and states withn1, n2 equal to 0 or 1 (denoted(n1, n2)) the tomograms
w(X,µ1,µ2, ν1, ν2) have the forms

(58)w(0,0) = exp[−X2/C]√
πC

,

(59)w(0,1) =
√

C2

πC1

(2C2X
2 + C1C2 + C2

1)e−X2/C

C5/2 ,

(60)w(1,1) = 4C2
1C2

2e−X2/C

√
π C5/2

(
X4

C2 + X2

C

C2
1 + C2

2 − 4C1C2

C1C2
+ 3

4

)
,

whereC1 = µ2
1 + ν2

1, C2 = µ2
2 + ν2

2 andC = C1 + C2.
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5. Symmetry properties with respect to particles permutations

Consideration of identical particles exchange imposes the restrictions concerning the possible form of t
describing functions. In this section we discuss the corresponding properties of one-random-variable tomogra
map (see[56] for permutation symmetry properties of the symplectic tomogram).

Further we use the following notations. A vector without index�a hasNd components, vector with index�aj

denotes the set of some values, corresponding toj th particle, and consists ofd components. A vector̃�a denotes
the collection of all components of�a, except those that are specified in the same expression. For example,�̃q in the
expressionψ(�qj , �̃q) is the vector of all the coordinates, except the coordinates of thej th particle.

For particles obeying Fermi or Bose statistics, we have the following symmetry properties concernin
permutations:

(61)ρ(�q ′
j , �q ′

i , �̃q ′; �q ′′
i , �q ′′

j , �̃q ′′) = ρ(�q ′
i , �q ′

j , �̃q ′; �q ′′
j , �q ′′

i , �̃q ′′) = ±ρ(�q ′
i , �q ′

j , �̃q ′; �q ′′
i , �q ′′

j , �̃q ′′),

where the upper sign (‘+’) is for Bose systems, and lower sign (‘−’) is for Fermi systems. Note that ‘entire
particles permutation (two particles exchange bothq andq ′ variables) corresponds tosign conservation for both
Fermi and Bose statistics:

(62)ρ(�q ′
j , �q ′

i , �̃q ′; �q ′′
j , �q ′′

i , �̃q ′′) = ρ(�q ′
i , �q ′

j , �̃q ′; �q ′′
i , �q ′′

j , �̃q ′′).

In the expressions for obtaining the Wigner function form density matrix(11) and tomogramw from Wigner
function(13)we can exchange the integration variables (�uj ↔ �ui , etc.), then we immediately have:

(63)W(�qj , �qi, �̃q; �pj , �pi, �̃p) = W(�qi, �qj , �̃q; �pi, �pj , �̃p),

(64)w(X; �µj , �µi, �̃µ; �νj , �νi , �̃ν) = w(X; �µi, �µj , �̃µ; �νi, �νj , �̃ν).

We see that there is no distinction between Fermi and Bose statistics when the particles exchange ‘entire
i.e. q andq ′ in the density matrix,q andp in Wigner function orµ,ν in w are permutedsimultaneously. The
distinction appears when not all the variables, corresponding to the considered particles, are permuted.
use the density matrix, Fermi and Bose statistics differ only in the sign±1, which appears after the permutation
either�q ′

i , �q ′
j or �q ′′

i , �q ′′
j . For the Wigner function and tomogram this difference is expressed in far more compl

manner, through the integral transforms (see corresponding formulae for the symplectic tomography in[56]).
First, regard the permutation of�qi, �qj or �pi, �pj for the Wigner function. Again exchanging the integrat

variables in(11)we come to

(65)W(�qj , �qi, �̃q; �pi, �pj , �̃p) = W(�qi, �qj , �̃q; �pj , �pi, �̃p).

The same considerations lead us to the similar expression forw:

(66)w(X; �µj , �µi, �̃µ; �νi, �νj , �̃ν) = w(X; �µi, �µj , �̃µ; �νj , �νi , �̃ν).

Then it is enough to develop the formulae for coordinate (Wigner function) or�µ (tomogram) permutations onl
Corresponding integral expressions has the following form:

(67)W(�qj , �qi, �̃q; �pi, �pj , �̃p) =
∫

KW(�xi, �xj , �yi, �yj , �qi, �qj , �pi, �pj )W(�xi, �xj , �̃q; �yi, �yj , �̃p)d �xi d �xj d �yi d �yj ,

w(X, �µj , �µi, �̃µ, �νi , �νj , �̃ν)

(68)=
∫

K(X, �µi, �µj , �νi , �νj ;Y, �ξi , �ξj , �ηi, �ηj )w(Y, �ξi , �ξj , �̃µ, �ηi, �ηj , �̃ν) dY d�ξi d�ξj d �ηi d �ηj ,
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KW(�xi, �xj , �yi, �yj , �qi, �qj , �pi, �pj )

(69)= ±
(

4

2π

)d

δ(�xi + �xj − �qi − �qj )δ(�yi + �yj − �pi − �pj )e
i[(�qi−�qj )(�yi−�yj )+(�xi−�xj )( �pi− �pj )],

K(X, �µi, �µj , �νi, �νj ;Y, �ξi, �ξj , �ηi, �ηj ) = ±
∫ |k|2d

(2π)d+1
δ(�ξi + �ξj − �µi − �µj )δ(�ηi + �ηj − �νi − �νj )

(70)× e−i{k(X−Y )−k2/4[( �µi−�µj )(�ηi−�ηj )+(�ξi−�ξj )(�νi−�νj )]} dk.

6. Conclusion

The tomographic scheme for which the quantum state of multipartite system is associated with a probab
tribution function ofone random variablewas analyzed in details. Specific set of parameters�µ and�ν determines
certain scaling and rotation of the reference frame in the phase space, while the position of the system
mass, measured in this reference frame, corresponds to the random variableX. The center of mass tomogram
shown to contain the same information about the state as the symplectic tomogram, Wigner function or den
trix in the coordinate or momentum representations do. The expressions connecting the center of mass tom
these state-describing functions are given in explicit form. The construction of the symplectic tomography
to quantum probability measure theory[2] can be easily extended to the center of mass tomography approac

Quantum evolution equations and energy level equations for the introduced center-of-mass tomogra
developed. Example of multimode oscillator, symmetry properties of the tomogram for identical particles (fe
and bosons) and physical meaning of the map were discussed in detail.

The suggested center of mass tomography scheme can be used as an additional tool for reconstru
density matrix of states of multipartite systems, alternatively to known tomographic schemes, such as op
symplectic ones.
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